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Watermark encoders and decoders can be integrated into
operating systems, Internet browsers, media players, and
other applications and devices. Such integration enables the
watermark-enabled application or device to provide addi-
tional functionality and information available via the water-
mark. The watermark, for example, may link to metadata or
actions related to a media object. To exploit this watermark
enabled functionality, the integrated application uses a water-
mark decoder to access the related metadata and actions. The
user interface of the integrated application is enhanced to
present metadata and actions linked via the watermark. Simi-
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to convert media objects into enhanced, watermarked objects.
A variety of other arrangements and features are also detailed.
Many arrangements can be implemented using object identi-
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1
DECODING A WATERMARK AND
PROCESSING IN RESPONSE THERETO

CROSS-REFERENCE TO RELATED PATENT
APPLICATIONS

This application is a Divisional of U.S. application Ser. No.
11/924,914, filed Oct. 26, 2007, incorporated herein by ref-
erence in its entirety, which is a Continuation of U.S. appli-
cation Ser. No. 09/636,102, filed Aug. 10, 2000, incorporated
herein by reference in its entirety, which claims priority from
Provisional Application U.S. Application 60/191,778, filed
Mar. 24,2000, incorporated herein by reference in its entirety.

TECHNICAL FIELD

The present technology relates to processing of content
objects, and arrangements responsive to such objects.

BACKGROUND

In one aspect, the technology detailed below relates to
arrangements that take action based on a watermark output
and a derived identifier.

In another aspect, the technology relates to arrangements
employing a digital watermark detector during a device’s
boot process.

In another aspect, the technology relates to arrangements
employing Application Programming Interfaces (APIs) in
conjunction with digital watermarks.

In another aspect, the technology relates to arrangements
that take an action with audio or visual information, in accor-
dance with information received in response to a digital
watermark decoded from such audio or visual information.

In another aspect, the technology relates to arrangements
involving repeated checking of audio or visual content for the
presence of digital watermark information.

In another aspect, the technology relates to arrangements
that store attribute data relating to digital watermark process
of plural content objects.

In another aspect, the technology relates to arrangements
for restoring metadata to content objects from which meta-
data has earlier been lost.

In another aspect, the technology relates to arrangements
that modify content objects in accordance with identifiers
derived therefrom.

In another aspect, the technology relates to arrangements
that identify rendering control instructions by reference to an
identifier derived from a content object.

In another aspect, the technology relates to controlling or
restricting a content object in accordance with data obtained
by reference to an identifier derived from the content object.

In another aspect, the technology relates to content search-
ing arrangements.

In another aspect, the technology relates to arrangements
involving delayed responses based on content objects. and

In another aspect, the technology relates to file browser
systems employing file browser extensions.

Digital watermarking is a process for modifying physical
or electronic media to embed a machine-readable code into
the media. The media may be modified such that the embed-
ded code is imperceptible or nearly imperceptible to the user,
yet may be detected through an automated detection process.
Most commonly, digital watermarking is applied to media
signals such as images, audio signals, and video signals.
However, it may also be applied to other types of media
objects, including documents (e.g., through line, word or
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character shifting), software, multi-dimensional graphics
models, and surface textures of objects.

Digital watermarking systems typically have two primary
components: an encoder that embeds the watermark in a host
media signal, and a decoder that detects and reads the embed-
ded watermark from a signal suspected of containing a water-
mark (a suspect signal).

The encoder embeds a watermark by altering the host
media signal. The reading component analyzes a suspect
signal to detect whether a watermark is present. In applica-
tions where the watermark encodes information, the reader
extracts this information from the detected watermark.

A great number of particular watermarking techniques are
known. The reader is presumed to be familiar with the litera-
ture in this field. Particular techniques for embedding and
detecting imperceptible watermarks in media signals are
detailed in the present assignee’s copending application Ser.
No. 09/503,881. Other watermarking techniques are known
from published patents to NEC (inventor Cox et al), IBM
(inventors Morimoto and Braudaway et al), Dice (inventor
Cooperman), Philips (inventors Kalker, Linnartz, Talstra, etc.
Audio watermarking techniques are known from published
patents to Aris (inventor Winograd, Metois, Wolosewicz,
etc.), Solana (inventor Lee, Warren, etc.), Dice, AudioTrack,
Philips, etc.

Further features of the technology will become apparent
with reference to the following detailed description and
accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is an example of user interface features enabled by
integrating a watermark decoder in an operating system or
other application program.

FIG. 2 is an alternative implementation of a user interface
for displaying metadata in the file browser of FIG. 1.

FIG. 3 is an example of user interface features enabled by
integrating a watermark decoder in an Internet browser.

FIG. 4 shows the example of FIG. 3 with an expanded
menu of options linked to a media object via a watermark.

FIG. 5 is an example of user interface features enabled by
integrating a watermark decoder in a media player.

FIG. 6 is an example of a user interface features enabled by
integrating a watermark encoder in an operating system or
other application program.

FIG. 7 is a diagram of a computer system that serves as an
operating environment for software implementations of
watermark encoder/decoder enabled applications.

DETAILED DESCRIPTION

While the following discussion focuses on content objects
linked to respective metadata through use of digital water-
marks embedded in the objects, it will be recognized that
objects can be linked to metadata via arrangements other than
watermarks.

A watermark may be used to associate a media object such
as an image, video or audio file to additional information and
actions. The watermark can associate the media object with
metadata or processing actions encoded within or stored out-
side the media object. Metadata may be encoded in a water-
mark message, stored within the media object file, or stored
outside the media object file. When metadata is stored outside
the media object, the watermark may encode an impercep-
tible and persistent link to this metadata, such as an object
identifier (number, address, index, pointer, etc.) within the
media object. Wherever the media object travels, watermark
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decoder-enabled software or devices can extract the water-
mark from the media signal, and access the metadata or
actions associated with the object via the watermark link.

The specific infrastructure for retrieving metadata or
actions associated with a media object via its watermark may
vary. The metadata or processing actions may reside in a
metadata database in the same device or system as the media
object, orin a remote device or system accessible via a wire or
wireless network. In a distributed computing environment
like the Internet, one way is to implement a database server
that takes a object identifier extracted from a watermark mes-
sage and performs one or more tasks associated with the
identifier, such as returning metadata or URL links to a
requesting computer or device (“client”), routing the identi-
fier to another server, executing some program or set of pro-
grams, etc. The watermark message refers to the auxiliary
data encoded into a host media object via the watermark.

The following sections summarize ways to take advantage
of'this functionality in an operating system, Internet browser,
and other applications (whether implemented in hardware
devices, software, or a combination of hardware and soft-
ware).

Integrating a Watermark Decoder in Operating Systems
and Other Applications
In Operating System

A watermark decoder may be integrated in a file browser
component of an operating system. The decoder enables the
file browser to extract a watermark and retrieve metadata for
watermark enabled media objects. As the user browses files,
the watermark decoder may operate as a foreground or back-
ground task, automatically or user-initiated, to detect a water-
mark. Finding a watermark, the browser annotates its repre-
sentation of the media object as directed by the application(s)
associated with the watermark. Depending on the implemen-
tation, the browser may proceed to retrieve additional infor-
mation or actions associated with the object via the water-
mark and annotate its representation of the media object
accordingly. For example, the browser may annotate the
media object with a description of information or actions
linked via the watermark (e.g., a brief description and/or http
link), or may annotate the object with the actual information
or actions.

The process of detecting a watermark and referencing
information or actions via the watermark may be imple-
mented to be transparent to the user. For example, the file
browser displays information or options obtained via the
watermark link without requiring the user to intervene in the
watermark detection or information retrieval process.

Alternatively, the file browser can give the user the oppor-
tunity to control various stages of watermark detection and
processing triggered by the watermark payload. For instance,
the user may be given the option to allow the watermark
decoder to operate on media objects, and to determine
whether and how actions triggered by the watermark payload
should proceed. Upon detection of a watermark, for example,
the media object can be annotated with an indicator, such as a
distinctive sound or logo, that informs the user that informa-
tion and actions can be accessed via a link embedded in the
watermark. The user has the option to access additional infor-
mation associated with the media object by, for example,
selecting a visual logo associated with the object in the user
interface. An audio “logo” may be played when the user
selects the object (e.g., passes a cursor over its graphical
representation in the user interface).

The user interface of the application can be annotated with
avariety of graphical and/or audio effects that inform the user
of the presence of the watermark link and associated infor-
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mation and actions. Changes in the user interface may be used
to convey different stages in the watermark detection and
metadata retrieval process. For example, when it first detects
the presence of a watermark, the decoder (or host application)
plays a generic indicator, such as a simple logo or audio clip.
Then, when the appropriate metadata server returns metadata
and/or instructions linked via the watermark, the user inter-
face presents specific information associated with the object.

The server may return program code, such as Java Applets,
Visual Basic script, XML or some other set of instructions,
that present information to the user and provide links to
additional information and actions (e.g., URLs or hot links to
web sites, other content or program code). Upon receiving
this code, a client computer or device executes it. The client
typically is the computer or device that decoded the water-
mark link and issued a request based on the link to the server.
This code may perform a variety of functions, including con-
trolling rendering of the watermarked media object and
related media objects, some of which may be returned with
the linked metadata. The server may return code to control
decoding or decrypting the media object or other related
media signals to be played along with the watermarked media
object. In addition, the server may return code and/or links to
enable the user to establish a license and obtain usage rights
electronically with a licensing program executing locally
and/or on a remote licensing computer (e.g., a licensing
server on the Internet).

The server may return data, such as XML, that defines
actions to be taken (by providing URLs, instructions, etc.).
The client computer or device receiving such a definition of
actions may execute the action or present them to the user as
options to be executed in response to user input (e.g., clicking
on a graphical representation of the option in the user inter-
face of a computer, responding to voice commands via a
speech recognition engine, etc.).

Theuser can access linked information or actions by select-
ing a graphical representation of the object in a user interface.
For example, the user can “click-on” an icon representing the
object, or a rendered version of the object (e.g., an image) to
determine whether metadata or actions are linked to the
object, or to initiate a linked action or retrieval of the meta-
data.

The watermark decoder may be designed to search for the
presence of watermarks in media objects in a specified loca-
tion (e.g., directories, hard drive, etc.) in response to an event,
at periodic intervals, or in response to a user request. For
instance, the watermark decoder may be implemented as a
utility service, similar to a file search utility, that the user may
invoke to a extract watermark link from a media object file, or
from a group of files. As another example, the operating
system can be designed to invoke the decoder at boot up on all
files of a given type in a selected storage location (e.g., on the
hard drive). The operating system may also run the decoder as
a background utility to periodically check for watermark
links in media objects. A timer or clock service may be used
to trigger watermark detection when the timer elapses or at
pre-determined time intervals. The operating system may
also run the decoder when prescribed events happen, such as
downloading a file, saving a file, etc. Triggering the decoder
in response to such events enables the operating system to
ensure that media objects are checked whenever they enter the
system or device in which the operating system is executing,
and whenever they are edited.

To improve the efficiency of the watermark decoder, the file
system may implement a scheme for tracking when and
which media objects have been checked for watermarks. One
such scheme is to assign attributes to each media object to
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indicate whether it has been checked, whether or not it is
watermarked, and if so, when the watermark was detected.
Then, the decoder uses this information to check only media
objects that have not been checked or have been modified, or
for media objects for which a given period of time has elapsed
since the last check. Each time a media object is modified, the
attribute indicating that the mark has been checked may be
reset to ensure that only new and modified objects are re-
checked.

To illustrate the concept, consider an implementation in the
Windows Operating System. FIG. 1 illustrates an example of
an extension of the Windows Explorer user interface to sup-
port watermark embedding and reading of media objects.
Media object files are typically represented as icons 100 in the
user interface 102 of the Windows Explorer file browser. By
right clicking the mouse while positioning a cursor over the
file icon 100, the user can access a context menu 104 of
options associated with the selected media object.

This “watermark aware” file browser augments the options
of the context menu by listing options such as “Read Water-
mark” or “Watermark.” When the user positions the cursor
over the “Read Watermark™ option, the operating system
invokes a watermark decoder on the media object. The water-
mark decoder extracts the watermark link and acts in concert
with network communication software to access the metadata
database and retrieve the items from the database associated
with the watermark link. The file browser displays these items
in a window 106.

There are a variety of ways to access the metadata database.
The metadata may be stored locally (in the same machine as
the media object), in a local area network or a wide area
network. Ifthe database is located on a remote computer on a
computer network, such as the Internet, network communi-
cation software may be used to establish a connection with the
database.

When selected, the “Watermark™ option displays further
options for reading and embedding information (“Read Infor-
mation . . . ” and “Embed Information . . . ”*). The window
labeled Image Information 106 displays metadata and actions
associated with an image via a watermark link embedded in it.
In this example, the window 106 displays a thumbnail of the
image, image attributes (e.g., width, height, resolution, bits
per pixel), and a series of HTML links 108-116 to additional
information and actions (such as a search for related images at
links 114, 116).

Another way to display items linked via a watermark is to
insert them in an additional property page as shown in FIG. 2.
While executing the file browser, the user accesses properties
(option 118 in FIG. 1) by right clicking the mouse while
positioning the cursor over the media object’s icon. In
response to selecting properties, the operating system dis-
plays a properties window such as the one shown in FIG. 2.
Each of the property pages associated with the media object
has a tab (e.g., General, Image, Watermark, Security). The
Watermark page is selected in FIG. 2. Like the options dis-
played in the window 106 of FIG. 1, the Watermark page lists
a series of HTML links 202-210 to additional information or
actions. When selected, the link invokes an Internet browser
to retrieve information at the underlying URL. For actions
like searches 208-210, the link may pass additional param-
eters such as attributes of the media object to the server at the
URL, which in turn, executes a search using those parameters
and returns the results to the Internet browser.

An additional way to reflect that a file includes water-
marked data is to superimpose a graphical “watermark indi-
cator” icon to the file’s icon to signify the presence of a
watermark in the file.
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While the implementation may vary, the examples
depicted in FIGS. 1 and 2 are shell extensions of the Windows
Explorer file browser. The decoder is implemented as a COM
object client of the Windows Explorer. The COM object client
is registered with the operating system as a shell extension
handler. FIG. 1 depicts a context menu handler, while FIG. 2
depicts a properties page handler.

Another possible implementation is to implement a shell
extension that uses a shell execute command to launch a
metadata retrieval application that gets and displays metadata
options. This implementation adds an extension to the file
browser user interface, such as a context menu extension.
When the user selects a media file object within the file
browser user interface, it displays a context menu with an
option to launch the metadata retrieval program associated
with media objects of a given type. A number of actions can
be tied to this option. One action is to launch the metadata
retrieval application program. Another action is to launch a
media player to play the selected option. Of course, both
actions can be initiated concurrently in a multitasking oper-
ating system.

One example of a metadata retrieval application is a water-
mark decoder that extracts a watermark message, and for-
wards an object identifier from the message to a metadata
server, which then returns metadata. As noted above, the
retrieval application need not extract the object identifier
from a watermark if it was already extracted and used recently
to retrieve metadata. Instead, the retrieval application can
proceed to display the metadata and actions to the user.

To launch the retrieval application, the shell execute com-
mand passes the name and location of the media object to the
retrieval application. The retrieval application may present its
own user interface to display linked metadata and actions, or
may pass them to the file browser, which then displays them
within an extension such as a properties page or context menu
extension. The retrieval application may prompt the user to
request permission before decoding a watermark or request-
ing an update of metadata from the metadata server. Addi-
tionally, the retrieval application may launch one or more
other applications, such as an Internet browser to issue a
request for metadata from a Web server and display metadata
and actions in an HTML document returned from the server.

The approaches described above can be implemented for a
variety of media object files, including image, video and
audio files. Also, the object identifier need not be inserted in
awatermark, but instead may be placed somewhere else in the
media object file, such as a file header.

In Browser

The watermark decoder may also be integrated into an
Internet browser application. Like the file browser, an Internet
browser can browse directories of files in a local computer or
across a network. Commercially available browsers like
Internet Explorer from Microsoft Corporation and Netscape
Navigator typically support transfer protocols like HTTP and
FTP, and have additional components for interpreting or com-
piling code, including HTML, Java, Visual Basic and scripts
(e.g., Java scripts, Visual Basic scripts, etc.). In addition,
Internet browsers can parse and render HTML for display in
a computer or other device’s user interface.

To illustrate integrating a watermark decoder in an Internet
browser, consider the following example. As the Internet
browser downloads and parses web pages with media objects
on the Internet, it keeps a listing of these objects, and checks
them for the presence of a watermark. In the listing, it anno-
tates the representation of the objects with watermarks to
reflect the presence of the watermark, and potentially other
data such as a URL where the media object originated. The
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user may access the listing by viewing an application window
(e.g., an application bar) that presents a visual representation
of the media objects. For images, one way to represent the
media object is through the use of a thumbnail of the image.
Images and other objects may be represented as a graphical
icon, textual description, or both.

Watermark objects may be distinguished with a visual or
audio indicator like a distinctive sound or logo. The user
views the metadata or actions associated with a media object
by selecting the representation of the watermark-enabled
object in some fashion. For example, the user can click on the
thumbnail, icon, logo, or textual description to access a menu
of' metadata or actions linked to the object via the watermark.

Another way to indicate watermarked objects is to alter the
appearance of a cursor in a graphical user interface of the
software application when the user passes the cursor over the
watermarked object or a representation of the object dis-
played in the graphical user interface. One way to alter the
cursor is to change it from a conventional pointer to a distinc-
tive graphical icon associated with the detected watermarked
object type. Another way is to animate the cursor such that it
morphs into some other shape or graphical design over a
sequence of frames. Similarly, the user interface can alter the
appearance of the watermarked object as the user passes the
cursor over it. In addition, the user interface can produce a
distinctive sound when the user passes the cursor over the
object to signify that it includes a watermark.

U.S. patent application Ser. No. 09/165,142 (now U.S. Pat.
No. 6,421,070) provides an example of how to decode water-
marks from images in HTML pages and annotate the images
with a logo indicating that a watermark is present. It describes
a way to present a representation of media objects (thumb-
nails of images) in an application window of a browser. One
such application window may be used to display thumbnails
of images to present a history of images encountered while
browsing web pages on the Internet or elsewhere. The user
may click on an image to add it to a separate “bookmark™ or
“favorites” list. Another application window may be used to
display thumbnails of the images in this bookmark list. By
selecting an image or a representation of it, the browser links
to a network resource associated with the selected image
(e.g., via an associated URL). This network resource may be
a web page where the image originated. Alternatively, the
resource may be a web page referenced via the watermark
link embedded in the image. The watermark message may
encode a URL or an object identifier that is used to look up a
URL of anetwork resource, such as a web page. For example,
the URL might link to the web page of an owner, or to a
licensing server.

The methods described in U.S. patent application Ser. No.
09/165,142 may be applied to other media objects like video
and audio signals.

One way to allow the user to access metadata and actions
linked to a media object via a watermark is to display them in
a menu in the user interface of the Internet browser. FIG. 3
shows an example of how to display metadata and actions
associated with a media object in the user interface 300 of an
Internet browser. A browser listener program receives events
from the Internet browser indicating when a web page has
been downloaded. The listener requests from the browser the
address or addresses of media objects in the web page. The
address indicates where the media object resides in memory
(main memory, virtual memory, cache, etc.). The listener
invokes a watermark decoder on the media object or objects,
passing it the address of the object in memory.

Finding a watermark, the listener inserts a handler program
into the web page in memory. This handler program is respon-
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sible for presenting a logo or other indicator to the user
indicating the presence of the watermark and providing hot
links to information and actions. For example, the indicator in
FIG. 3 is a logo 302 superimposed over a rendered version
304 of a watermarked image object in the browser’s user
interface.

When the user passes the cursor over a logo and selects it,
the handler program associated with it displays a menu 400 of
options as shown in FIG. 4. The listener program retrieves
these options by establishing a connection to a metadata
server (e.g., a local or remote database), passing an object
identifier extracted from the watermark to the server, and
receiving associated items from the server. These items may
include URL links to web pages related to the media object,
information about the media object, or links to an action, such
as licensing server.

While specific implementations may vary, the example
depicted in FIGS. 3 and 4 is implemented using document
view extensions to the Internet Explorer browser from
Microsoft Corporation. Microsoft’s dynamic HTML pro-
vides an interface that allows an Internet Explorer listener
program to insert code to modify an HTML document. Using
this interface, the listener program inserts a Java script that
controls the display and responds to input to the logo super-
imposed on the image shown in FIG. 3.

In some applications, media content and web site develop-
ers may wish to selectively enable or disable functionality
associated with a watermark link. One way to implement this
feature is to modify the media object file or some other file
that acts as a container of a media object (e.g., an HTML) to
include a control parameter (like a flag in a header file). This
control parameter indicates the presence of a watermark
enabled media object and whether the watermark link is
enabled or disabled. The control parameter may be designed
to default to being active, unless expressly turned off, or
vice-versa. When content developers include the object in
some multimedia work, such as a website, they can opt to
disable the watermark link via the control parameter. Editing
tools and other application programs and devices can be
designed to turn the flag on unless expressly instructed to
disable the watermark link.

In other applications, it is important that the watermark act
as a persistent link to associated metadata. As the media
object travels through different systems, gets coded/decoded,
gets modified, etc., it may lose conventional metadata stored
in the media object file. In these cases, the watermark link
may be used to restore the metadata because the watermark is
robust to various forms of transformations (e.g., digital to
analog conversion, analog to digital conversion, compres-
sion, etc.).

Another way to selectively control functionality made
available via the watermark is to enable the user to enable or
disable watermark decoding on media objects.

The watermark can also be used as an attribute to the
browser’s file cache system. This allows cache browser appli-
cations to identify which cached files are watermarked and
perform functions associated with the information embedded
in the watermark as described throughout this document.

In Other Applications

The features outlined above can be implemented in any
software applications or devices that process media objects.
For example, a media object database management system
may implement similar functionality. Digital asset manage-
ment and digital rights management systems may use water-
mark enabled links to track and control the use of media
objects.
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Other applications that encounter media objects, like Word
processing, spreadsheet, presentation programs, media object
editing tools, etc. can all use some version of the features
outlined above to link media objects with additional informa-
tion and actions.

Many application programs have file browser capabilities
that can be enhanced using the technology described in this
document. For example, the File Open command is often used
to browse file objects. The context menu and properties page
extensions described above can be implemented for applica-
tions that provide file browsing services.

Watermark encoding and decoding functions can also be
integrated into file sharing systems, such as the peer to peer
file sharing systems like Napster, Gnutella, Freenet, Scour,
etc. In a file sharing system, file sharing software executes on
a number of client computers interconnected on a computer
network. This software tracks the files available for sharing in
the computer in which it executes, as well as other computers
interconnected via the network. File sharing software may
use watermarks or other forms of embedded data in files to
control file transfers (uploading and downloading files on the
computer), verify that a file is complete and free of viruses,
carry metadata that may be used to search for files in the file
sharing system, carry links to additional information and
opportunities to obtain usage rights or to buy intellectual
property rights in the file, or related products or services. To
access this functionality, the file sharing software includes
watermark or other embedded data decoding software. To
insert or alter this functionality, the file sharing software
includes watermark or other embedded data encoding soft-
ware. For more information on this application, see U.S.
patent application Ser. No. 09/620,019, filed Jul. 20, 2000,
and entitled Using Embedded Data with File Sharing which is
incorporated by reference above.

Context Sensitive Watermark Links

The actions or information linked to a media object via a
watermark may be context sensitive. Some examples of “con-
text” include application context (e.g., referring to the appli-
cation program that is operating on the object), the object
location context (where the object resides relative to the user).
For example, the behavior of the link may be different when
the user is manipulating the object in an editing tool as
opposed to inserting the object in a document, such as a word
processing document, a spreadsheet, or presentation. Also,
the behavior of the watermark link may change based on
whether the object is local, in an intranet, or on the Internet,
relative to the user.

The decoder application may link to different metadata or
processing actions depending on the context of the media
object. To implement this functionality, the watermark
decoder provides context information to the metadata data-
base, which in turn, provides context specific metadata or
initiates context specific actions. For instance, if the object is
being edited with an editing tool, the decoder provides infor-
mation about the editing tool to the database in addition to the
link extracted from the watermark. Similarly, the decoder
may provide context information indicating where the object
resides relative to the user’s computer. Using the context
information as a key, the metadata database returns metadata
or initiates processing actions that are associated with the
context.

Another way to implement the context sensitive behavior is
to allow the decoder to control the presentation of watermark-
linked actions or information based on the context of the
media object. In the case where the context is defined by the
application, this approach is akin to giving the application
access to all of the linked metadata or actions, and then letting
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the application control presentation of the linked actions or
information to the user. In such a scenario, the metadata
database returns at least a descriptor of linked information
and actions, and the application chooses which sub-set of the
information or actions to apply based on the context. In the
case where the context is defined by the location of the object,
the decoder operates in a similar fashion. For example, it may
choose a sub-set of the linked actions of information based on
the location of the object.

A specific example of context information is user informa-
tion supplied by the user’s computer to a web server over the
Internetusing “cookie” technology. First, the user’s computer
decodes a watermark from a media object, such as an image,
audio, or video signal. It then sends information extracted
from the watermark along with a cookie including user infor-
mation to a metadata server or router (generally referred to as
a server). The server operates on user information from a
cookie along with information extracted from a watermark in
a media object to look up information or actions that are
personalized to the user. The metadata server, for example,
parses the cookie and uses it to reference information or
addresses to network resources (URLs of web pages) in a
database that relate to information in the cookie. The server
further narrows the pertinent information or links by using the
watermark information to look up a subset of information or
links that are pertinent to the watermarked object. Then either
the server, or another network resource referenced by the
database operations returns associated information back to
the users computer for rendering on the display or audio
output device. This approach can be used to limit the infor-
mation returned to specific news, advertising, content, etc.
that is likely to be of interest to the user. A similar effect can
be achieved by programming the user’s computer to supply
user preferences that are used in a similar manner as the
cookie information.

Supporting Multiple Watermark Types

As watermark technology proliferates, media objects may
have different types of watermarks, each associated with a set
of watermark encoders and decoders. To accommodate dif-
ferent watermark types, the decoder can be designed to sup-
port different watermark protocols. The watermark protocols
provide keys and other parameters specifying how to decode
a watermark of a given type. Alternatively, a common Appli-
cation Programming Interface (API) can be specified for dif-
ferent core watermark encoder and decoder software modules
ordevices. These schemes facilitate the development of many
different types of applications and devices that invoke water-
mark encoder and decoder functions, yet are independent of
the watermark protocol and/or core watermark methods.

To support different core watermark methods, the user may
install two or more different core watermark encoder/decoder
modules. For example, the core modules may be imple-
mented as plug-ins or dynamic link libraries. When installing
a module, the installation process updates a registry, such as
the registry in the Windows Operating System, to reflect that
a watermark type is supported. In this manner, watermark
decoders for different media types, and different types of
decoders for a single media type may be supported.

In cases where a media object contains a watermark of
unknown type, the media object file may specify the water-
mark type, e.g., through a parameter in a file header. The file
browser, or other client of the core watermark module, may
invoke the appropriate decoder by extracting the type param-
eter from the media object and passing it and a reference to the
media object to the core module via the API. The API routes
the request to the appropriate core module, which in turn,



US 9,275,053 B2

11

extracts the watermark message, and returns it to the API. The
API passes the message to the requesting application.

In the event that a type parameter is not available, the
application or device processing the object may enumerate
through all supported watermarking protocols to check if any
protocol is present. The watermark protocols for given media
or file type may be registered in the device or application (e.g.,
in a registry of the operating system). To check for each one,
the application invokes a watermark screening process for
these protocols to determine whether a watermark associated
with the protocols is present.

Media Object Branding

The watermark can be used to establish “branding” in
addition to facilitating electronic access to other services. In
such a branding application, a watermark decoder enabled
application or device in a client reads the embedded water-
mark message from the object and use it to access a digital
logo, such as a thumbnail image (e.g., a brand “brand
image”). The decoder-enabled application sends an object
identifier taken from the watermark message to a server (such
as a metadata server on the Internet), which, in response,
returns the logo. The application then renders the logo, pref-
erably superimposed on a rendered version of the media
object or a graphical representation of it in the user interface
of a client computer or device.

In some scenarios, the server also returns an address (e.g.,
URL) pointing to either a generic “usage rights” server or a
custom “usage rights” maintained by the media owner. In an
Internet context, the server may return one or more links to
related Web sites. Connection rights and corporate branding
services may be provided via a central server on the Internet.

Using the object identifier to link to actions and metadata,
watermark enabled applications have many options to extend
the branding and usage rights services. An application could
display “updatable” usage rights associated with the object
identifier. In visual media objects, the application may dis-
play the branding logo visually superimposed over a portion
of the rendered object (e.g., in a corner of a video frame,
periodically for a predetermined period of time) or displayed
as a splash screen initiation before playback of the media
object begins. To make the branding information less obtru-
sive, it may be accessible upon request through a menu (e.g.,
when the user clicks on a representation of the object or
“help” menu).

The branding service transforms the notion of copyright
notification into a substantial ever-present branding opportu-
nity with additional functionality, such as a hot link to the
home page of the content owner or to a licensing server. The
branding service may be combined with other watermark
enabled functionality, such as a copy management instruction
in the watermark payload, e.g., a control parameter indicating
whether the object may be played, copied (number of copies
allowed), recorded, transferred into other device or system,
etc. In addition to providing this instruction to control usage,
the watermark payload provides additional value to the con-
sumer (e g , linking to additional information and services
associated with a media object) and ensures that the media
object is well labeled and branded during playback.

More elaborate hot branding links, usage rights services,
and context-sensitive linking may be added by associating the
watermark link with software programs, metadata, and point-
ers to programs and metadata that support these features.
These features may be added in the metadata server by adding
them to the list of actions and/or metadata to be executed or
returned in response to receiving the media object identifier.
In addition, the decoder enabled application may be pro-
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grammed to send the media object identifier to two or more
servers that provide different sets of services or metadata for
the object identifier.

Aggregating Metadata

In some applications, a media object may be associated
with metadata from two or more different sources. The meta-
data may be stored in a file that stores the media object. For
instance, file formats like JPEG2000, TIFF, JPEG, PSD may
allow metadata to be stored along with the media signal (e.g.,
animage). Metadata and instructions associated with a media
object may be stored in the same device as the media object,
or in a remote device (e.g., a remote database). In these types
of applications, decoders may be programmed to extract
metadata from each of the different sources. The media type
offile type may signal to the decoder to extract metadata from
these different sources. Alternatively, the watermark message
or file metadata may enumerate the different sources of the
metadata.

In these applications, the decoder may be designed to get
metadata from one or more sources and then present an aggre-
gate of all information. The decoder may perform an aggre-
gation function automatically or prompt the user to select
desired sources of metadata for display.

Additional Functionality

A number of features can be implemented that take advan-
tage of the watermark message payload and watermark links
to other data and actions. Several examples are highlighted
below:

Metadata

Metadata can be expressed in many forms and provide
additional functionality. In general, metadata is information
about the media object. It may also include machine instruc-
tions to be executed, or a reference to information or instruc-
tions (object, user, program, or machine identifiers, URLs,
pointers, addresses, indices or keys to a database, etc.). The
machine instructions may, for example, control rendering,
decoding, decrypting or other processing of the object. Alter-
natively, the instructions may provide some ancillary func-
tionality.

One important application of metadata is to provide own-
ership information. Another is to provide licensing terms and
usage rights.

The metadata can be used to describe attributes of the
media object that the user or other applications may use. For
example, one attribute may designate the content as
restricted, which prevents an application from rendering the
content for unauthorized users. Another attribute may desig-
nate the object as commercial, which requires an application
to seek payment or a license before the object is rendered.
Multiple Watermarks

The media object may contain two or more watermarks or
watermark messages, each associated with a distinct set of
information or actions. For example, the media object may
contain a creator ID, a distributor 1D, etc. that link to infor-
mation about the creator and distributor, respectively.

There are a number of ways to add watermarks to a media
object, either at object creation time, or later as the object is
transferred, copied, or edited. One way is to interleave sepa-
rate watermarks in different portions of the media object. This
can be accomplished by modifying independent attributes of
the media object. Independent, in this context, means that
each watermark does not interfere with the detection of the
other watermarks. While two independent watermarks may
alter the same discrete sample of a media object, they do so in
a manner that does not cause an invalid read of any of the
watermarks.
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Independent watermarks may be located in different spa-
tial or temporal locations of the host media signal (e.g.,
image, video, audio, graphical model, etc.). The may also be
located at different frequency bands or coefficients. Also, they
may be made independent by modulating independent fea-
tures of the signal, such as phase, energy, power, etc. of
different portions of the signal.

To illustrate the concept, consider an example of a still
image object. Each independent watermark may be defined
through a different protocol, which is used to encode a dif-
ferent watermark message (e.g., different watermark links for
a creator, distributor, user, etc. of the media object). Indepen-
dent spatial watermarks may be interleaved by mapping each
of the watermarks to a unique set of spatial locations in the
image.

In a similar fashion independent watermarks may be
encoded in a temporal data sequence, like audio or video, by
mapping each watermark to unique temporal locations.
Digital Rights Management

The watermark may be linked to information and process-
ing actions that control use of the media object. For example,
the metadata may indicate the owner of the intellectual prop-
erty rights in the object as well as licensing terms and condi-
tions. Further, the watermark link or metadata trigger pro-
cessing actions that control use of the object, such as
requiring the user to submit payment, and exchanging decod-
ing keys (e.g., decryption, decompression, etc.). While some
amount of decoding of the object may be required to extract
the watermark, the remainder of the content may remain
encoded and/or encrypted until the user obtains appropriate
usage rights.

The digital rights management functionality can be imple-
mented in a licensing or usage rights server, such as the
metadata server. This server determines the owner and licens-
ing terms based on the watermark message and executes
actions required to authorize use of the object, e.g., electroni-
cally receiving payment information from the user, establish-
ing and recording a user’s assent to the license, forwarding
transaction details to the owner, and returning a usage key to
the user. As the user plays or renders the media object, the
watermark decoder can send a message to the server to log
information about the usage, such as instances of use,
machine ID of the player, time of use, etc.

Watermark and Context Information for Usage Control

Watermark decoders can also use context information
along with information extracted from a watermark embed-
ded in a media object to control use of that object. For
example, the watermark decoder may be programmed to con-
trol the rendering, editing, copying or transfer of a media
object depending on control data in the watermark and con-
text information derived from the device or system in which
the object resides. For example, the watermark may instruct
the decoder to inhibit rendering of a media object if its outside
of'a given file (e.g., a specified web page, computer system,
computer network, etc.). After decoding the watermark
including such control data, the decoder determines the per-
tinent context information that must be present to enable a
particular operation. This may encompass such actions as
verifying the presence of a user identifier, computer identifier,
file identifier, storage media identifier, computer identifier,
network identifier, etc. before enabling the operation. These
identifiers are stored in association with the entities that they
identify, or are dynamically derived from these entities. For
example, a file identifier can be stored in a file header or
footer, or derived from content in the file. A storage device
identifier can be stored on the storage device, or derived from
content on the storage device or some attribute of it.
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This context sensitive control of media objects is particu-
larly useful in controlling the use of media files like music and
movies, but applies to other types of media signals in which
watermarks can be encoded. For instance, such context sen-
sitive control can be used to prohibit rendering, copying or
transfer of a media object when it is removed from the context
of' a web page, a computer, a storage device (e.g., a CD or
DVD), file sharing network, computers of paid subscribers of
a subscription service, a collection of related media objects,
etc.

Asset Management

The watermark embedded in a media object may play arole
in asset management. Every time the object is processed
(opened, edited, copied, etc.) an application equipped with a
decoder can log information about the processing event.
Alternatively, it can send a transaction event to a monitoring
server via the Internet. The transaction event may specity
information about the object, such as its ID, the user’s 1D, the
time and location of use, the nature of the use (number of
playbacks). The monitoring server or application records this
transaction event in a database and, upon request, generates
reports about the use of a given object, or by a given entity.
Any of the fields of the transaction record can be used to query
the database and generate custom reports.

Integration with Directory Services

Directory services like the Lightweight Directory Access
Protocol (LDAP) can use the watermark or operate in con-
junction with the watermark decoder to provide additional
functionality. LDAP is an on-the-wire protocol used to per-
form directory operations such as read, search, add, and
remove.

For example, an LDAP service can be used to determine
when to extract the watermark link and update attributes of a
media object. For example, the LDAP service may control
periodic updates of the media object’s attributes by invoking
a watermark decoder and retrieving an update of its attributes
from a metadata server at predetermined times. An LDAP
search filter that includes or accesses a watermark decoder
can also be provided to find watermarked media signals in
files stored in file directories on computers.

Media Object Player and Delivery Integration

A watermark decoder may be integrated with software and
devices for playing or editing media objects. There are a
variety of commercially available players from Liquid Audio,
Microsoft, and RealNetworks, to name a few. Such integra-
tion allows metadata and actions linked to the media object to
be accessible to the user in a seamless fashion through the
user interface of the player. For example, when a user is
playing a video or audio file, a watermark enabled player may
access and display linked metadata or actions automatically
or at the user’s selection. In either case, the user need not be
aware that metadata or actions are obtained from a remote
server via an object identifier. Also, such integration enables
a content owner to link an object to licensing or assert usage
control information or actions at playback time, whenever
and wherever the object is played. Such information and
actions can be implemented by placing data or instructions in
a watermark within the object, or putting an object identifier
in the watermark that links to metadata or actions outside the
object as detailed throughout this document.

In many cases, it is desirable to access the functionality
provided via the watermark transparently to the user. As such,
the media player can be enhanced to display items linked via
the watermark in a manner that appears to be a natural exten-
sion of the user interface. When the user or other program
invokes the media player to play an object, it displays meta-
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data or actions provided within or linked via the watermark in
an extension of the media player’s user interface.

These metadata or actions may be retrieved when the
media player is launched or at some other time (e.g., as a
background task, in response to user request, when the object
is loaded to the computer or device where the media player
resides, etc.). In one scenario, the media player invokes a
watermark decoder on an object in response to a user’s
request to play the object. In this scenario, the media player
passes the address of the object to the watermark decoder,
which in turn, attempts to decode a watermark embedded in it.
Upon locating a watermark, the decoder forwards an object
identifier extracted from it to a metadata server, which returns
metadata or actions associated with the object identifier. Dur-
ing metadata retrieval, the media player proceeds to play the
media object. When the linked metadata arrives, the extension
to the media player displays returned metadata or actions.

FIG. 5 illustrates an example of an enhanced version of
Microsoft’s Windows Media player showing metadata and
actions. In this example, the user interface window of the
player is expanded in a bottom section 502 to show metadata
and links associated with a media object. When the user
positions the cursor over the items, “Clip,” “Author,” or
“Copyright, the bottom tab 504 displays a URL associated
with that item. By clicking on one of the items, the player
invokes an Internet Browser, which sends a query to the
resource at the selected URL (e.g., request an HTTP request
to download an HTML document).

The watermark decoder may be invoked by another appli-
cation, which launches the media player. Consider a case
where a user is browsing audio or video files, either with a file
browser or Internet browser. After finding a desired media
object for playback, the user selects the object for playback.
For example, the user could select a “Play” option via a
context menu of the Windows Explorer, or via an insert in an
HTML document as explained above. In the first case, a shell
extension invokes the watermark decoder to get the associ-
ated metadata and executes a program (e.g., COM object,
script, etc.) that runs the media player and displays the addi-
tional metadata linked via a watermark. In the second case, a
Java script or other insert in the HTML document invokes the
decoder and starts a program that runs the media player in a
similar fashion.

One way to implement a program to control the Windows
Media player is through the use of an Advanced Streaming
Redirector (ASX) file. The file contains a script that launches
the player and displays the metadata (e.g., URL links and
information about the object) linked via the watermark. For
information about ASX files and the use of these files to
control Windows Media Player, see Microsoft’s Developer’s
Network.

Content Authoring Tools

Media content authoring tools, including web page design
tools, may include watermark embedding functionality to
embed watermarks into content, such as web page content.
This embedded data then signals watermark decoder enabled
devices and software to perform functions associated with the
embedded watermark data.

Such tools may also include watermark decoding function-
ality to enable content developers to use the watermark
decoding feature to screen media object for watermarks
within the content authoring environment. If the watermark
within a media object being edited conveys information (e.g.,
copyright owner information, licensing terms, etc.), then the
authoring tool can convey this information to the user. If the
watermark includes usage control information, then the
authoring tool can control the use of the media object based
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on that information. For example, the watermark in a media
object may convey an instruction that inhibits the authoring
tool from editing the media object, unless the user obtains
authorization from a licensing server.

Web Server Integration and Related Applications

Watermark encoding and decoding functions may also be
integrated into network server application software to support
functionality described in this document as well additional
functionality. In particular, watermark encoding and decod-
ing can be integrated into web servers.

Watermark encoders can be integrated into web servers to
embed watermarks in media content transferred to, from or
through the server. One reason for embedding watermarks at
the server is to encode transaction specific information into a
media object at the time of its transfer to, from or through the
server. The transaction specific information relates to an elec-
tronic transaction between the server and some other com-
puter. For example, before downloading or uploading a media
object file, the server may embed information about the
recipient/sender of the file into the media signal in the file
(e.g., image, audio or video file). Since the watermark
remains in the signal, information about the sender/recipient
in the watermark remains with the media signal in the file
through digital to analog -analog to digital conversion, file
format changes, etc.

The server may embed a link to information or actions
(links to related web sites) in the file that is uniquely tailored
to the sender’s/recipient’s preferences. The preferences may
be obtained from the user’s computer, such as through popu-
lar “cookie” technology commonly used in Internet browsers,
or may reside in some other database that associates a user (a
user identifier or an identifier of the user’s computer) with the
user’s preferences (e.g., types of content preferences like
news, financial information, sports, e-commerce opportuni-
ties, etc.). In this case, the server obtains the user identifier
and then queries the database for the associated preferences.

The server may also use the preferences obtained in this
manner to control what forms of advertising is returned or
linked with the file. For example, the user may request the
server to download a desired audio, video, or image file. In
response, the server gets the user’s preferences and down-
loads the requested file along with advertising information
and web site links that match the user’s preferences. The
advertising information and links can be referenced by
embedding a watermark that includes an address of the infor-
mation, or that includes an index to a database entry that
stores the information and/or links to other information, web
sites, etc. The user’s computer receiving the file downloaded
from the server then renders the file and other related adver-
tising information (e.g., provided in HTML, XML or some
other conventional data format) from the server or some other
server linked to the file via a watermark in the file.

The server may also embed usage control information into
a watermark in a media file based on usage control rights
requested by and paid for by the user in an electronic trans-
action between the server and the user’s computer. These
usage control rights can then be decoded by other applica-
tions and used to control rendering of the file, copying,
recording, transfer, etc.

Network servers may also include watermark decoding
functionality, such as software for decoding watermarks from
media signals in files that are transferred to, from, or through
the server. This enables the server to perform the many water-
mark-enabled functions described or incorporated into this
document as well as to provide enhanced functionality. For
example, the watermark may include usage control data that
the server extracts and acts upon. Examples of usage control
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data include content rating information (adult content indica-
tors), copy or transfer control information, rendering control
information, compression/decompression control informa-
tion, encryption/decryption control information, links to
external information or actions, etc.

After extracting this data from the watermark, the server
can modify the file based on the extracted data. For example,
the server may compress or encrypt the file in a manner
specified in the watermark before transferring the file. The
user at the computer receiving the file would then need to have
acompatible decompression or decryption program or device
to render the media object in the file.

In addition to, or as an alternative to modifying the file
based on the extracted watermark data, the server can send
related information or instructions to the receiving computer
that controls of facilitates usage of the file. For example, if the
server determined from the watermark that the content was
marked as “adult content”, then it could send additional infor-
mation with the file (e.g., HT'TP header information along
with a web page including watermarked content) to instruct
rendering software, such as the browser, how to render the
watermarked content. The rendering software on the receiv-
ing computer can then decide how to render the content. For
example, if a child is logged onto the computer receiving the
file, then the rendering software can opt not to render content
in the file marked as “adult content.” As another example, the
server may decode a watermark that instructs it to send
decryption or decompression keys to the rendering software
to enable the receiving computer to decrypt or decompress the
content. Public key encryption schemes can be used to per-
form key exchanges between the sending and receiving com-
puters. As another example, the server may decode a water-
mark that instructs it to send additional data along with the
watermarked file including links to web sites based on infor-
mation that the server decoded from the watermark.

Content Filtering and Counting

Watermark decoders can be used in computers and com-
puter networks to filter watermarked media objects and to
count instances of watermarked media objects. Filtering
refers to the use of the watermark decoder to decode water-
marks from objects that reside in a particular location and
control their use, transfer or rendering in response to control
data in the watermark, and optionally, in response to addi-
tional context data outside the watermark. These media
objects may be temporarily stored at the location of the filter,
as in case of a device or computer responsible for transferring
the media object. Examples of such systems are e-mail serv-
ers, firewalls, routers, or gateways in computer networks that
use watermark decoding to control the transfer of certain
media objects to other devices or computers based at least in
part on watermarks found in the objects. The media objects
may also be stored at the location of a filter on a more per-
manent basis. For example, the filter may be used to screen
media objects that a user downloads to or uploads from a mass
storage device such as a hard drive or remote personal library
of music, image and movie files on a mass storage device
accessible via the Internet. The filter may be used to inhibit
downloading or uploading from the mass storage device in
response to a watermark in a file being transferred, or alter-
natively, may be used to control rendering of the file.

Object counting refers to a way of logging the number of
times a watermark media object is encountered, either by
filtering media objects that pass through a particular device or
system like a firewall or e-mail gateway, or by actively search-
ing a network of systems like the Internet and screening for
watermarked media objects found and downloaded as a result
of the search. The logs maintained by watermark decoding
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systems can be adapted to include additional information
about the object, including information from the watermark,
such as an owner, user or transaction identifier, tracer data,
and information about the object, such as where it was found,
how it was being used, who was using it, etc. Tracer data
includes data that is embedded in the file in response to some
event, such as detecting unauthorized use, copying or transfer
of the file.

The watermark decoder may be further augmented to send
the log electronically to another device or computer in
response to a specific request or in response to events. For
example, the decoder can be programmed to send a report to
a central database on another computer when the number of
watermarked objects encountered has exceeded a threshold,
and/or when certain information is found in a watermark,
such as a particular identifier or tracer data that was embedded
in the media object in response to detecting an unauthorized
use or copying of it. Programmatic rules can be established
within the decoder to specify the conditions under which
watermarked media objects are filtered and counted, to
specify which information is logged, and to specify when the
logged information is transmitted to another computer.

The watermark based filtering and counting functions can
be implemented in a variety of software applications and
devices. Some examples include a network firewall, and other
client, server, or peer-to-peer software applications that
encounter media objects (such as operating systems, media
players, e-mail readers and servers, Internet browsers, file
sharing software, file manager software, etc.). One particular
use of watermark based filtering, screening and counting is to
monitor watermarked content sent in or as an attachment to
e-mails sent between computers.

Watermark Based Spiders

Prior patent documents by the assignee of this patent appli-
cation describe systems and methods of automated searching
and watermark screening of media object files on computer
networks like the Internet. See U.S. Pat. No. 5,862,260, which
is hereby incorporated by reference. The software used to
perform automated searching and compiling of Internet con-
tent or links is sometimes referred to as a web crawler or
spider.

As extension of the watermark based information retrieval
described in U.S. Pat. No. 5,862,260 and marketed by Digi-
marc Corporation, watermark decoders can be employed in a
distributed fashion to perform watermark screening and
counting of watermarked media objects on networks, includ-
ing the Internet. In particular, watermark decoders can be
deployed ata variety of locations on a computer network such
as the Internet, including in Internet search engines that
screen media objects gathered by each search engine, net-
work firewalls that screen media objects that are encountered
at the firewall, in local area networks and databases where
spiders do not typically reach, in content filters, etc. Each of
these distributed decoders acts as a spider thread that logs
watermark information as described in this document and
those incorporated by reference. Examples of the types of
information include identifiers decoded from watermarks in
watermarked media objects, media object counts, addresses
of'the location of the media objects (where they were found),
and other context information (e.g., how the object was being
used, who was using it, etc.). The spider threads, in turn, send
their logs or reports to a central spider program that compiles
them and aggregates the information into fields of a search-
able database.

Event Scheduling Based on Embedded Data

Watermark decoding may be used in conjunction with an

event scheduler to schedule programmatic events that occur
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in response to decoding a watermark message of a given type.
Throughout this document, there are many instances of trig-
gering actions in response to decoding information, instruc-
tions, or links from a watermark message. In some cases,
these actions are programmatic actions made by software in
response to the watermark, while in other cases, these actions
are device actions made by hardware circuitry, such as in the
case of usage control of media signals in hardware implemen-
tations of audio and video players, recorders, etc.

Rather than taking an action immediately upon decoding a
watermark message, an event scheduler can be used to sched-
ule programmatic or device actions to occur at a later event,
either at a specified time according to a clock or timer, or in
response to a subsequent input, action, etc.

One example of this is to schedule a link to a web site to be
activated at later, and perhaps periodic events. For example, a
watermark decoder implemented in a browser, operating sys-
tem, media player or other software application decodes a
watermark from a media object that links the object to one or
more web sites. In response to decoding the watermark, the
decoder schedules programmatic actions to occur at later
times. Some examples of these actions include: displaying a
window with a link to a specified web site at periodic intervals
or in response to a programmatic action like the launching of
a browser, media player or other application. This approach
can be used to prompt the user to buy a product, such as the
media object (a music or video track) or some product
depicted in the media object. Using this approach, many
actions can be scheduled to occur in response to a single
decoding of the watermark.

Integrating a Watermark Encoder in Operating Systems and
Other Applications

In some applications, it will be useful to encode a water-
mark or overlay one or more additional watermarks to per-
form any of the functions mentioned above (e.g., to track uses,
refresh usage rights, add links to additional information and
actions, etc.). Watermark encoding functionality could be
added to an operating system, Internet browser, or other appli-
cations. For instance, through a drag and drop procedure, a
user could embed a watermark in a media object as ameans of
enabling the various functions outlined above.

As another example, a watermark encoder may be inte-
grated in a file browser, Internet browser, media player, or
other application using the same integration techniques out-
lined above for the decoder. FIG. 1, for example, shows
watermark encoder functionality integrated into the Windows
Explorer file browser via a shell extension. In particular, the
watermark encoder is implemented as a shell extension han-
dler. This handler is registered as a context menu extension in
the registry of the Windows Operating system. As an alterna-
tive, it could be implemented as a properties page extension
handler.

To access the watermark encoder in the FIG. 1 example, the
user right clicks on a media object, and selects the context
menu option called “Embed Information.” In response, the
handler displays the window 600 shown in FIG. 6. This win-
dow enables the user to enter various Ids (e.g., a creator ID,
image ID), which are encoded into an image via a watermark.

The user may also set or select attributes of the image
object. Finally, the user can control the embedding process by
adjusting the durability of the watermark through a scroll bar
control. The user can compare the original and watermarked
versions of the object by selecting the “Original” and “Water-
marked” tabs. When satisfied, the user can save the water-
marked image and exit the window (e.g., by selecting close).
Metadata and actions may be associated with the image
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object by forwarding them to the metadata server, which
associates them with an object ID.

While the example in FIG. 6 depicts a still image object, a
similar approach may be used to embed watermarks in other
media objects, such as video and audio objects. To compare
marked and unmarked audio or video objects, the shell exten-
sion may be designed to launch a media player to play the
marked and unmarked objects as desired.

Operating Environment for Computer Implementations

FIG. 7 illustrates an example of a computer system that
serves as an operating environment for software implemen-
tations of the watermarking systems described above. The
embedder and detector implementations are implemented in
C/C++and are portable to many different computer systems.
FIG. 7 generally depicts one such system.

The computer system shown in FIG. 7 includes a computer
1220, including a processing unit 1221, a system memory
1222, and a system bus 1223 that interconnects various sys-
tem components including the system memory to the process-
ing unit 1221.

The system bus may comprise any of several types of bus
structures including a memory bus or memory controller, a
peripheral bus, and a local bus using a bus architecture such as
PCI, VESA, Microchannel (MCA), ISA and EISA, to name a
few.

The system memory includes read only memory (ROM)
1224 and random access memory (RAM) 1225. A basic input/
output system 1226 (BIOS), containing the basic routines that
help to transfer information between elements within the
computer 1220, such as during start-up, is stored in ROM
1224.

The computer 1220 further includes a hard disk drive 1227,
a magnetic disk drive 1228, e.g., to read from or write to a
removable disk 1229, and an optical disk drive 1230, e.g., for
reading a CD-ROM or DVD disk 1231 or to read from or write
to other optical media. The hard disk drive 1227, magnetic
disk drive 1228, and optical disk drive 1230 are connected to
the system bus 1223 by a hard disk drive interface 1232, a
magnetic disk drive interface 1233, and an optical drive inter-
face 1234, respectively. The drives and their associated com-
puter-readable media provide nonvolatile storage of data,
data structures, computer-executable instructions (program
code such as dynamic link libraries, and executable files), etc.
for the computer 1220.

Although the description of computer-readable media
above refers to a hard disk, a removable magnetic disk and an
optical disk, it can also include other types of media that are
readable by a computer, such as magnetic cassettes, flash
memory cards, digital video disks, and the like.

A number of program modules may be stored in the drives
and RAM 1225, including an operating system 1235, one or
more application programs 1236, other program modules
1237, and program data 1238.

A user may enter commands and information into the per-
sonal computer 1220 through a keyboard 1240 and pointing
device, such as a mouse 1242. Other input devices may
include a microphone, sound card, radio or television tuner,
joystick, game pad, satellite dish, digital camera, scanner, or
the like. A digital camera or scanner 43 may be used to capture
the target image for the detection process described above.
The camera and scanner are each connected to the computer
via a standard interface 44. Currently, there are digital cam-
eras designed to interface with a Universal Serial Bus (USB),
Peripheral Component Interconnect (PCI), and parallel port
interface. Two emerging standard peripheral interfaces for
cameras include USB2 and 1394 (also known as firewire and
iLink).
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In addition to a camera or scanner, watermarked images or
video may be provided from other sources, such as a pack-
aged media devices (e.g., CD, DVD, flash memory, etc),
streaming media from a network connection, television tuner,
etc. Similarly, watermarked audio may be provided from
packaged devices, streaming media, radio tuner, sound cards,
etc.

These and other input devices are often connected to the
processing unit 1221 through a port interface 1246 that is
coupled to the system bus, either directly or indirectly.
Examples of such interfaces include a serial port, parallel
port, game port or universal serial bus (USB).

A monitor 1247 or other type of display device is also
connected to the system bus 1223 via an interface, such as a
video adapter 1248. In addition to the monitor, personal com-
puters typically include other peripheral output devices (not
shown), such as speakers and printers.

The computer 1220 operates in a networked environment
using logical connections to one or more remote computers,
such as a remote computer 1249. The remote computer 1249
may be a server, a router, a peer device or other common
network node, and typically includes many or all of the ele-
ments described relative to the computer 1220, although only
a memory storage device 1250 has been illustrated in FIG. 7.
The logical connections depicted in FIG. 7 include a local
area network (LAN) 1251 and a wide area network (WAN)
1252. Such networking environments are commonplace in
offices, enterprise-wide computer networks, intranets and the
Internet.

When used in a LAN networking environment, the com-
puter 1220 is connected to the local network 1251 through a
network interface or adapter 1253. When used in a WAN
networking environment, the personal computer 1220 typi-
cally includes a modem 1254 or other means for establishing
communications over the wide area network 1252, such as the
Internet. The modem 1254, which may be internal or external,
is connected to the system bus 1223 via the serial port inter-
face 1246.

In a networked environment, program modules depicted
relative to the personal computer 1220, or portions of them,
may be stored in the remote memory storage device. The
processes detailed above can be implemented in a distributed
fashion, and as parallel processes. It will be appreciated that
the network connections shown are exemplary and that other
means of establishing a communications link between the
computers may be used.

Extensions to Other Forms of Media Object Linking

The approaches described above can be implemented for a
variety of media object files, including image, graphics, video
and audio files, or files containing two more different media
types. Also, media objects may be linked to their metadata via
data structures other than a watermark embedded in the
object. For example, the object identifier need not be inserted
in a watermark, but instead may be placed somewhere else in
the media object file, such as a file header. Such an identifier
may be inserted into the header of coded or compressed files.
To extract the identifier, a decoder parses the header and
extracts the object identifier. Then, the decoder forwards the
identifier to a metadata server, either directly, or by launching
another application, such as web browser, to issue the meta-
data request and output the data and/or interpret code returned
from the metadata server.

Concluding Remarks

Having described and illustrated the principles of the tech-
nology with reference to specific implementations, it will be
recognized that the technology can be implemented in many
other, different, forms. To provide a comprehensive disclo-

10

15

20

25

30

35

40

45

50

55

60

65

22

sure without unduly lengthening the specification, applicants
incorporate by reference the patents and patent applications
referenced above.

The particular combinations of elements and features in the
above-detailed embodiments are exemplary only; the inter-
changing and substitution of these teachings with other teach-
ings in this and the incorporated-by-reference patents/appli-
cations are also contemplated.

In view of the wide variety of embodiments to which the
principles of the technology can be applied, it should be
recognized that the detailed embodiments are illustrative only
and should not be taken as limiting the scope of the technol-
ogy. Rather, I claim all such embodiments as may come
within the scope and spirit of the following claims, and
equivalents thereto.

What is claimed is:

1. A method involving a web server coupled to a network
that includes a plurality of remote nodes, the method com-
prising:

receiving a request from a remote node for data represent-

ing audio or video information that includes a first water-
mark;

extracting the first watermark from the data representing

the audio or video information;

modifying, prior to sending the data to the remote node, the

data representing the audio or video information based
upon the first watermark;

deriving an identifier from information included in a con-

tent object received from a remote node;

identifying associated rendering control instructions by

reference to the identifier;

embedding a second watermark in the data that comprises

a rendering control instructions identifier associated
with the rendering control instructions, wherein the ren-
dering control instructions control rendering of the data
at the remote node;

sending the data comprising the second watermark to the

remote node in response to the received request;
receiving a second request comprising the rendering con-
trol instructions identifier from the remote node; and
sending the rendering control instructions to the remote
node.

2. The method of claim 1, wherein the rendering control
instructions include links to web sites.

3. The method of claim 1, further comprising:

identifying usage control data by reference to the identifier;

and

controlling transfer of the content object in accordance

with the usage control data.

4. The method of claim 1, further comprising:

by reference to the identifier, determining that the content

object should only be rendered to a subset of possible
requesters; and

sending responsive data to all requesters, wherein the sent

data prevents rendering of the content object except by
requesters in the subset.

5. The method of claim 1, wherein the deriving comprises
applying a digital watermark decoding process to the data
representing audio or visual information.

6. The method of claim 1, further comprising embedding a
third watermark in the data that includes instructions for an
event scheduler to take an action at a time after the remote
node decodes the third watermark.

7. The method of claim 1, wherein the rendering control
instructions identifier is unique to a user of the remote node.

8. The method of claim 1, wherein modifying the data
comprises compressing the data.
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9. The method of claim 1, wherein modifying the data
comprises encrypting the data.

10. A system comprising:

aclient device coupled to a network that includes a plural-

ity of remote nodes; and

a server coupled to the network, wherein the server is

configured to:

receive a request from a remote node for data represent-
ing audio or video information that includes a first
watermark;

extract the first watermark from the data representing the
audio or video information;

modify, prior to sending the data to the remote node, the
data representing the audio or video information
based upon the first watermark;

derive an identifier from information included in a con-
tent object received from a remote node;

identify associated rendering control instructions by ref-
erence to the identifier;

embedding a second watermark in the data that com-
prises a rendering control instructions identifier asso-
ciated with the rendering control instructions,
wherein the rendering control instructions control
rendering of the data at the remote node;

sending the data comprising the second watermark to the
remote node in response to the received request;

receiving a second request comprising the rendering
control instructions identifier from the remote node;
and

send the rendering control instructions to the remote
node.

11. The system of claim 10, wherein the rendering control
instructions include links to web sites.

12. The system of claim 10, wherein the rendering control
instructions include links to web sites determined in accor-
dance with the derived identifier.

13. The system of claim 10, wherein the identifier is con-
figured to provide usage control data and control transfer of
the content object in accordance with the usage control data.

14. The system of claim 10, wherein the server is further
configured to, by reference to the identifier, determine that the
content object should only be rendered to a subset of possible
requesters; and wherein the server is configured to send
responsive data to all requesters, wherein the sent data pre-
vents rendering of the content object except by requesters in
the subset.
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15. The system of claim 10, wherein the client device
comprises a file browser configured to display in a user inter-
face a representation of media object files stored in memory.

16. The system of claim 15, wherein the identifier is
derived by the file browser using a file browser extension.

17. The system of claim 16, wherein the file browser exten-
sion is configured to display an extension of user interface
metadata or an action associated with the media object file via
the identifier.

18. The system of claim 16, wherein the file browser exten-
sion displays the metadata or action in a context menu exten-
sion of the user interface of the file browser.

19. A non-transitory computer-readable medium having
instructions stored thereon that when executed by a comput-
ing system cause the computing system to perform operations
comprising:

receiving, at the computing system, a request from a

remote node for data representing audio or video infor-
mation that includes a first watermark, wherein the com-
puting system is coupled to a network that includes a
plurality of remote nodes;

extracting the first watermark from the data representing

the audio or video information;

modifying, prior to sending the data to the remote node, the

data representing the audio or video information based
upon the first watermark;

deriving an identifier from information included in a con-

tent object received from a remote node;

identifying associated rendering control instructions by

reference to the identifier;

embedding a second watermark in the data that comprises

a rendering control instructions identifier associated
with the rendering control instructions, wherein the ren-
dering control instructions control rendering of the data
at the remote node;

sending the data comprising the second watermark to the

remote node in response to the received request;
receiving a second request comprising the rendering con-
trol instructions identifier from the remote node; and
sending the rendering control instructions to the remote
node.

20. The non-transitory computer-readable medium of
claim 19, wherein the operations further comprise embedding
a third watermark in the data that includes instructions for an
event scheduler to take an action at a time after the remote
node decodes the third watermark.
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